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Abstract—Context: In a seminal work, Ball et al. [1] investigate
if the information available in version control systems could be
used to predict defect density, arguing that practitioners and
researchers could better understand errors “if [our] version con-
trol system could talk”. In the meanwhile, several research works
have reported that conflict merge resolution is a time consuming
and error-prone task, while other contributions diverge about the
correlation between co-change dependencies and defect density.
Problem: The correlation between conflicting merge scenarios
and bugs has not been addressed before, whilst the correlation
between co-change dependencies and bug density has been only
investigated using a small number of case studies—which can
compromise the generalization of the results. Goal: To address
this gap in the literature, this paper presents the results of a
comprehensive study whose goal is to understand whether or not
(a) conflicting merge scenarios and (b) co-change dependencies
are good predictors for bug density. Method: We first build a
curated dataset comprising the source code history of 29 popular
Java Apache projects and leverage the SZZ algorithm to collect
the sets of bug-fixing and bug-introducing commits. We then
combine the SZZ results with the set of past conflicting merge
scenarios and co-change dependencies of the projects. Finally,
we use exploratory data analysis and machine learning models
to understand the strength of the correlation between conflict res-
olution and co-change dependencies with defect density. Findings:
(a) conflicting merge scenarios are not more prone to introduce
bugs than regular commits, (b) there is a negligible to a small
correlation between co-change dependencies and defect density—
contradicting previous studies in the literature.

Index Terms—software defects, software integration, merge
conflicts, co-change dependencies

I. INTRODUCTION

Software teams spend a significant amount of time trying
to locate defects and fixing bugs [2]. Actually, fixing a
bug involves isolating the part of the code that causes an
unexpected behavior of the program and changing it to correct
the error [3, 4]. This is a challenging task, and developers
often spend more time fixing bugs and making the code more
maintainable than developing new features [5, 6, 7].

To mitigate the time spent fixing bugs, it is crucial to better
understand the development practices and the properties of
the systems that are more likely to introduce bugs. Exist-
ing research works have investigated the correlation between
structural properties of the systems (such as object-oriented
metrics) and defect density [8, 9, 10]. Researchers have also

investigated whether the complexity of code changes could
be used to estimate the incidence of bugs in software as-
sets [11, 12]; while others have leveraged information available
in version control systems (VCSs) either to (a) characterize the
properties of changes that may introduce bugs [13] or to (b)
investigate if co-change metrics are good predictors for defect
density [1, 14, 15, 16].

Although some studies investigated the characteristics of
bug-introducing changes (e.g., [13, 17]), there are many other
categories of these changes that have not been explored before.
Exploring specific categories of bug-introducing changes is
essential to aid developers in avoiding them. In our paper,
we investigate two potential categories of bug-introducing
changes: merge conflict resolution and co-changes dependen-
cies. To the best of our knowledge, we are the first to address
the relationship between merge conflicts and bug-introducing
changes. Furthermore, while previous research works have
explored the relation between co-change dependencies metrics
and defect density, the conclusions have been drawn from a
small number of samples and are inconclusive—some works
claim that co-change dependencies might be used to predict
defects [14], while others claim the contrary [1]. The lack of a
general understanding of these two aspects brings the general
research questions we address in this paper:

RQ1 To what extent conflicting merge scenarios induce bugs?
Answering this research question is important because it
could reveal the impact of merging operations on the cor-
rectness of the systems—particularly because previous
research works suggest that resolving merge conflicts is
a complicated and error-prone task [18, 19, 20].

RQ2 To what extent co-change dependencies metrics correlate
to defect density? Answering this research question is
important because it could reveal a negative side of a
system decomposition that leads to co-change depen-
dencies, either confirming or refuting results of previous
studies [14, 21, 22].

To achieve our goal, we first mine the source code history of
a curated dataset comprising 29 popular Java Apache projects
hosted on GitHub. We then leverage the SZZ algorithm to
identify the bug-fixing changes (BFCs) and bug-introducing



changes (BICs). We relate the outcomes of the SZZ algorithm
with the information about conflicting merge scenarios and
co-change dependencies. Finally, we use statistical methods
to answer the research questions.

Our study brings several findings, for instance: we evidence
that commits that solve conflicting merge scenarios are not
more likely to introduce bugs than regular commits. Apart
from that, resolving 9.43% of the conflicting merge scenarios
lead to bug-introducing changes, which represents 0.5% of all
BICs. Curiously, our results also suggest that the continuous
integration of code does not necessarily reduce the amount
of bugs caused by conflict resolution. Finally, contrasting to
previous research [14], we did not find evidence that co-change
dependency metrics are good predictors for defect density.

II. RELATED WORK

In this paper, we leverage the SZZ algorithm to investigate
to what extent (a) conflicting merge scenarios introduce bugs
and (b) co-change dependency metrics relate to defect density.
Because our work investigates whether merge conflicts and
co-changes relate to bugs, we surveyed the related research
regarding merge conflicts and co-changes.

A. Research on Merge and Conflict Resolution

Recent workflows for collaborative development support the
use of different branches to implement each feature or bug fix,
for instance. The contributions from different branches must be
integrated at some point, through operations such as merge or
rebase—both available in popular distributed version control
systems (VCSs), such as Git and Mercurial. Nonetheless,
existing research works report that solving conflicting merge
scenarios are both tedious and error prone [18, 19, 20]. To
mitigate this problem, researchers have proposed techniques
to predict, prevent, and help developers during activities of
conflict resolution.

Regarding conflict prevention and resolution, Guimarães
and Silva [23] introduce the idea of continuous merge inside
the IDE. The goal is to continuously merge uncommitted and
committed changes in order to avoid conflicts—using a fine-
grained solution. Previously, awareness tools have also been
designed to deal with merge conflicts [24, 25] at a coarser
grained level file (e.g., file). More recently, Apel et al. [26]
propose an approach for structured merging, trying to find a
balance between precision and performance. The rationale for
their approach is that unstructured merge scenarios (using a
line-based strategy, for instance) have great performance but
poor precision. Similarly, other research contributions aim to
improve the precision of merge tools [27, 28, 29] to reduce
the number of conflicts.

Regarding predictive models for integration conflicts,
Leßenich et al. [30] explore whether or not a set of merge
scenario features (obtained from a survey with practitioners)
could be used to estimate the size of merge conflicts. That
is, the goal is to verify if merge conflict prediction based on
those features could help developers during the activity of code
integration. As a result of the empirical analysis, the authors

report that none of the features are good predictors concerning
conflict size (e.g., number of files in conflict, lines of code
in conflict, and so on). Despite this overall negative result,
their study formed a solid basis for replication and follow-up
studies such on conflict-avoidance strategies (e.g., speculative
merging).

Following a similar approach, Owhadi-Kareshk et al. [31]
built some classifiers to decrease the cost of speculative merg-
ing running in background, by avoiding to perform speculative
merging [23, 32, 33] in the safe scenarios. Proactive conflict
detection is based on speculative merging, which retrieves all
available branches and merges them in background. While it
is cheap to perform a single textual merge operation, the cost
can increase exponentially according to the number of active
branches. Differently from the work by Leßenich et al. [30],
Owhadi-Kareshk et al. [31] argue that a lack of correlation
does not necessarily mean that it is not possible to classify
safe versus conflicting merge scenarios. Their results confirm
the lack of a significant correlation between the character-
istics of a merging scenario and the number of conflicts.
Nonetheless, their prediction results show that their classifiers
did not perform poorly. The results are useful to check safe
merge scenarios and reduce the costs of proactive speculative
merging, reducing the computational costs.

Accioly et al. [34] also analyzed the prediction power of
two features for early conflict detection—editions to the same
method (EditSameMC) and editions to directly dependent
methods (EditDepMC). As a result of the conflict awareness
tool, considering EditSameMC and EditDepMC, the precision
indicates that the tool triggered the alarm 57.99% of the
merge scenarios. Moreover, the recall indicates they have
captured 82.67% of the merge scenarios with conflicts (merge,
build, or test) when considering both predictors. Furthermore,
when analyzing the predictors individually, EditSameMC has
a precision of 56.71% and EditDepMC, only 8.85%, and
recall of 80.85% and 13.15% respectively. As a conclusion,
their study is useful to guide conflict awareness strategies and
provide a better notion of the real frequency of merge conflicts.

Ahmed et al. [35] investigated strength of the correlation
between entities that contain code smells, the code smells
they contain, and the merge conflicts surrounded by smelly
entities. The goal is to obtain metrics about code changes
and conflicts. First, they divided conflicting merge scenarios
into two categories—semantic conflicts (requires to understand
the logic of the program to resolve, such as variable name
changed), and non-semantic (more natural and less risky to
resolve, such as comments and white space). As a result, the
authors report that, on average, elements involved in merge
conflicts present three times more code smells than elements
not involved in merge conflicts. Since code smells are more
expected to be related to bugs in the future [36], they conclude
that entities involving code smells and merge conflicts are
more likely to be buggy, and practitioners should pay more
attention to code smells to reduce the number of merge
conflicts.



B. Research on Co-change Dependencies

Ball et al. [1] present one of the first research works that
explore the use of co-change dependencies (a.k.a, change
coupling or logic coupling) to analyze the structure of systems.
In fact, the research on co-change dependencies have focused
on getting new insights about the structure of systems [16,
37, 38, 39] and finding opportunities to rethink architectural
decisions [40, 41]. For instance, Beyer and Noack [37] use
information from version control systems to build a graph
from assets that frequently change together. The goal is to
find clusters in this graph that correspond to subsystem can-
didates. Other research works focus on the interplay between
structural dependencies and co-change dependencies [16, 39],
highlighting that there is no linear correlation between these
types of dependencies—classes that are statically dependent
do not necessarily change together. Other research works find
opportunities to change the decomposition of the systems
using co-change dependencies [40, 41].

Besides reasoning about the structure of the systems, other
research works investigate the relationship between co-change
dependencies and defect density. However, we could not find
a consensus about this topic. Some findings reported in the
literature [21, 42] claim that there is no correlation between
highly co-change coupled assets (such as files or classes) and
the bug incidence in these assets (i.e., frequency that these
assets change due to bug fixes). For instance, Knab et al.
[21] use decision trees to find rules that can be used to
predict defect density. Using data extracted from the Mozilla
Web Browser source code history, the authors conclude that
“change couplings are of little value for the prediction of defect
density” [21].

Contrasting, other research works [14, 43, 22] suggest that
there is a correlation between co-change dependency metrics
(such as the number of co-dependent classes of a given class)
and bug density. For instance, D’Ambros et al. [14] present the
results of an empirical study using three open source systems
(ArgoUML, JDT Core, and Mylyn). The authors investigate
the correlation between five change coupling metrics and the
number of bugs of the components (Java classes)—reporting
a moderate to a high correlation between change coupling
metrics and defects. Other research works explored the same
question, though using a small number of systems [22, 43],
and concluded that co-change dependencies could be used to
predict defect density.

Our second research question also investigates whether or
not co-change dependency metrics correlate to defect density.
Nonetheless, differently from previous studies [14, 43, 22] that
draw conclusions from one or two systems, here we consider
a curated dataset with the source code history from a set of
29 Apache open source systems, increasing the generalization
of the results.

C. The SZZ algorithm and its limitations

The SZZ algorithm was introduced by Śliwerski et al.
[13], to identify the potential changesets (commits) responsible
for introducing defects. It is a well-known algorithm, being

widely used in the Just-in-Time Defect Prediction research
agenda to label historical-changes as bug-introducing or clean.
Rodrı́guez-Pérez et al. [44] present the results of a literature
review, assessing 187 papers that made use of the SZZ
algorithm to evaluate the reproducibility and credibility of
these publications in Empirical Software Engineering.

Several limitations of the SZZ algorithm have been reported,
including technical (e.g., mislabeled changes) and method-
ological ones (e.g., difficulty to reproduce the studies). For
instance, the first SZZ [13] variant has several problems. In
particular, it considers cosmetic changes (as indentation, blank
lines, and comments) as possible bug-introducing commits.
Nonetheless, cosmetic changes do not modify the software
behavior.

To deal with the technical limitations of the original SZZ
design, researchers developed new variants of the SZZ algo-
rithm [17, 45, 46], in order to reduce noise. When considering
the first phase of the algorithm (finding bug-fixing commits),
the limitation relies on how bug reports are linked to commits,
i.e., if the bug fix is not identified, the bug commit cannot be
determined, causing a false negative. False-positive happens
when a bug report does not describe a real bug, but a fixing
commit is linked to it. As reported by early studies 33.8%
[47] to 40% [48] of the bugs in issue tracking system are
miss-classified.

The second part of the algorithm, which is concerned with
identifying the bug-introducing commits, can also produce
false positives and negatives. Addressing these limitations
requires a manual and tedious validation process [44], and
da Costa et al. [17] proposed a framework to evaluate and
compare different implementations of SZZ.

Neto et al. [46] showed that discarding cosmetic changes
and refactoring contributions improve the precision of the
second phase of the original SZZ, from 37% using their
RA-SZZ implementation to 97% using the RA-SZZ∗ variant.
Moreover, RA-SZZ∗ outperforms another recent SZZ imple-
mentation (MA-SZZ [17]). After experimenting with other
implementations, and reading these results in the literature,
we decided to use RA-SZZ∗ in our research.

Although the SZZ algorithm has been used to relate work
practices and bug introducing change, we are the first to
investigate this aspect considering conflict merge resolution.

III. STUDY SETTINGS

In this section, we present the settings of our study, whose
main goal is to investigate whether syntactic merge conflicts
and commits that lead to co-change dependencies relate to
bugs. As such, we answer the research questions we introduce
in Section I.

A. Project Selection

Our procedures for project selection consider the existence
of tools for mining bug introducing commits and tools that we
could use to reproduce merge scenarios, identify non-cosmetic
changes (e.g., changes that go beyond adding a comment of
a piece of code), and compute co-change dependencies. To



mine bug-introducing commits, we leverage in our research
the RA-SZZ∗ [46] tool—a refactoring aware implementation
of the SZZ algorithm. RA-SZZ∗ collects project information
from a git source code repository and from a JIRA database
with the project issues. RA-SZZ∗ then populates a relational
database with all necessary information to find bug-fixing
commits, and link bug-fixing commits to bug-introducing com-
mits, taking into account refactoring and cosmetic changes.
The decision of using RA-SZZ∗ led us to consider the
Apache community as an initial project population, since a
set of Apache projects use JIRA as an issue management
system, and developers of Apache projects often link code
contributions to the JIRA issues—a requirement for improving
the performance of RA-SZZ∗. By mining from Apache we
are controlling for the quality of our dataset as we are much
less likely to perform our study on unrepresentative projects.

We then focused on Apache Java projects, due to the avail-
ability of tools to compute structured merge conflicts [49, 26]
and co-change dependencies [41]. Besides this, we found
some datasets about syntactic merge conflicts in Java projects,
which we could use to validate some of our procedures and
scripts we use to mine the change history of the projects.
Furthermore, following existing recommendations for mining
GITHUB repositories [50], we include the number of stars as
a measurement of popularity. As a result, we selected Apache
Java projects hosted on GITHUB having more than 200 stars.
Applying this filter on the APACHE GITHUB organization
revealed 101 repositories, which we considered as our initial
dataset. This initial dataset includes projects with different
characteristics, from medium size libraries and web frame-
works (e.g., Struts and Wicket) to full-fledged textual search
engines and database systems (e.g., Lucene and Cassandra).

B. Finding Bug-introducing commits

We mined software repositories to detect bug-introducing
commits (BICs) from the source code history of the selected
projects. To this end, we leveraged the RA-SZZ∗ [46] tool to
identify BICs. Several reasons support our choice of using
RA-SZZ∗. First, RA-SZZ∗ removes both refactoring and
cosmetic changes from bug-introducing candidates, reducing
the number of false positives. Second, previous results in the
literature show that RA-SZZ∗ outperforms other implementa-
tions [17, 46].

In this section, we use the Apache Nifi project as a running
example to describe our methodology. Apache Nifi is hosted
on GITHUB and uses JIRA as the issue tracking system (as
all instances of our initial project population). We follow the
steps below to mine the bug introducing commits:

(S1) Fetch bug issues: The first step is to collect bug issues
from JIRA, using its REST API, and filtering the issues
using the issue type = bug, the status = (resolved or
closed), and the resolution = fixed. As an output, we
collected 1988 issues from Apache Nifi.

(S2) Clone the project: The second step is to clone the
project repository locally to get its source-code history.

(S3) Find Bug Fixes: The third step is to use the resulting
files from previous steps to link bug-fixing commits
(BFCs) to issues. In this case, it is necessary to specify
how a bug fix should mention the issue in a commit
message, and then RA-SZZ∗ finds some patterns to
decide whether or not a commit is a bug-fix. As a result,
we obtain a file containing all BFCs necessary as input
to the second phase of the SZZ algorithm (that finds the
bug-introducing commits). For the running example, we
found 1847 bug-fixing commits, mapping 92% of the
issues from JIRA to BFCs on git-log.

(S4) Find Bug Introducing Commits: Finally, after comput-
ing the bug-fixing commits, we run the second phase of
RA-SZZ∗ to identify the commits responsible for intro-
ducing bugs. In the case of Apache Nifi, we obtained
2406 pairs of bug-fixing commits and their respective
bug-introducing commits. Notice that a bug-introducing
commit might be responsible for inducing more than one
issue, and one bug-fixing commit might have more than
one BIC.

In summary, considering our running example, SZZ iden-
tified 2406 pairs of BFC × BIC—having 1025 unique BFCs
and 920 unique BICs. We created additional scripts to replicate
the pilot study, through running RA-SZZ∗ for the remaining
100 project repositories. After assessing the results in these
repositories, we filter out several outlier projects from our
analysis, as we discuss in Section IV-A.

C. Identifying and Re-playing Merge Scenarios

To answer RQ1, we identify all merge scenarios (conflicting
and non-conflicting ones) of a project. Using the git log
capabilities, we collected information about the commits that
correspond to merge scenarios, including information about
the commit hash of two parents of a merging scenario (left
and right). We also collect additional information regarding:
(a) if the merge scenario leads to conflict, (b) the time span
between the commit date of the left/right shared ancestor
and the commit date of the merge, and (c) the number of
contributors in the left and right development branches. It
is necessary to replay every merge scenarios to collect all
this information because git does not keep a record of past
merge conflicts. We use these merge attributes to investigate
the performance of models to predict when a conflicting merge
scenario is more likely to introduce a bug.

Our procedure to answer RQ1 consists of first collecting all
hash commits that correspond to conflicting merge scenarios
(creating a dataset with all conflicting merge scenarios from
the projects in our projects’ population). Based on the outputs
of RA-SZZ∗, we create a second dataset with all bug intro-
ducing commits. After that, we merge these two datasets and
use exploratory data-analysis [51] to estimate the frequency in
which conflicting merge scenarios introduce bugs.

We further explore RQ1 by building and comparing the per-
formance of three machine learning algorithms to predict the
likelihood with which a conflicting merge scenario introduces
a bug. The sequence of steps necessary to collect information



about merge conflicts is as follows. It is important to note that
all steps have been performed using variations of the git
log, git reset, and git merge commands.
(S1) Get all Commits: In the first step we collect the hash

information, the date, and the author’s name of all
commits. This information is relevant while performing
the exploratory data analysis.

(S2) Get the Merge Commits: In the second step, we collect
the hash of all merge commits and their respective
parents’ hashes, including the left parent hash (left hash)
and right parent hash (right hash). We represent these
commits with the labels LP and RP in Figure 1.

(S3) Find the Base Commit: After finding the hash of the
parents’ commits (LP and RP), we are able to find the
common ancestor (the CA commit in Figure 1). In this
research we only considered 3-way merge scenarios.

(S4) Re-play Merge Commits: In this step we verify if there
were files in conflict in a merge scenario; if so, we also
collect more detailed information, by hard resetting git
to the base common ancestor (CA) and then merging that
base with the parent right (RP), and finally merging the
results with the parent left (LP).

(S5) Record the outcome: Finally, when a conflict occurs,
we collect and treat the outcome of Step 4 to collect
several features from a merge scenarios (e.g., number of
modified files, number of lines added, number of lines
removed, number of files in conflict, and number of con-
tributors), which we use to build prediction models. We
decided only to use features that could be collected using
git commands, similarly to previous studies [30, 31].

CA LP

RP

MC

common 
ancestor

right branch

left branch merge 
commit

Fig. 1. Components of a merge scenario

We recreated 363 merges scenarios for the Apache Nifi
project using the above procedures, from which 30 of them
led to conflicts (8.26%). By merging both datasets, we found
that SZZ blamed seven conflict merge scenarios (that is, they
are potential bug-introducing commits).

D. Computing Co-change Dependencies

To answer our second research question, we first have to
compute the co-change dependencies of the systems. A co-
change dependency arises when two source-code entities, such
as classes, interfaces, methods, or fields, frequently change to-
gether. We compute co-change dependencies using the source
code history of the systems. Popular VCSs such as git and
Subversion maintain the evolution of source-code artifacts

(typically files), and the history of changes can be described
as a sequence of commits H = (c1, c2, . . . , cn), where each
commit contains a subset of artifacts in the form ci ⊆ A. From
this sequence of commits, we can build a (di)graph whose
vertexes correspond to the source code entities of a system
and whose edges correspond to the co-change dependencies.
Although it is possible to compute co-change dependencies for
finer-grained entities [41], in this study we focus on coarse-
grained entities (i.e., the vertexes of our graph correspond to
Java classes).

We then use two metrics to determine if two entities ea and
eb change frequently together: support count and confidence.
The first counts the number of commits in which both ea and
eb appear together; while the second corresponds to the ratio
of the support count between ea and eb and the number of
commits containing ea. Note that, while the support count is
commutative, i.e., the support count between ea and eb is the
same of the support count between eb and ea, the confidence
is not, i.e., the confidence between ea and eb might differ
from the confidence between eb and ea. We consider that ea
and eb change frequently together if their support count and
confidence are above the threshold for support count Smin and
confidence Cmin at least in one direction. Several studies on
co-change dependencies use the values Smin = 2 and 0.4 ≤
Cmin ≤ 0.5 (e.g., [40, 38]).

We also compute two additional metrics [14] from the co-
change dependencies: Number of Coupled Classes (NOCC)
and Sum of Class Coupling (SOCC). The first computes the
number of classes n-coupled with a given class—where n
specifies a dependency threshold corresponding to the min-
imum number of changes between two components. The sec-
ond is the sum of the shared transactions (commits) between a
given class c and all the classes n-coupled with c. Accordingly,
SOCC considers the strength of the coupling between the two
components. Finally, we use statistical methods (hypothesis
testing and regression analysis) to estimate the strength of the
relationship between these metrics and metrics that estimate
how a given component is prone to bugs.

IV. RESULTS

In this section we present the results of our empirical study.
We first report the outcomes of an exploratory data analysis,
and then we answer our research questions using statistical
methods (either hypothesis testing or regressions models).

A. Data Description

We conduct an exploratory data analysis to get a general
understanding about the frequency of merge scenarios and
conflicting merge scenarios, as well as to refine and build
curated datasets we use to answer our research questions.
To curate our dataset, we removed projects that neither have
merge scenarios nor conflicting merge scenarios. Interesting,
in nine projects, we did not find any merge commit (e.g.,
COMMONS-IO). Although we do not investigate this issue in
details, we conjecture that some projects employ alternative
procedures to integrate software changes (e.g., rebase).



Furthermore, we eliminated projects that do not have at least
26 (first quartile) merge scenarios and filtered out projects
in which it was not possible to collect at least 200 (first
quartile) closed bug-issues, to guarantee that we would have
linked a representative number of issues to bug-introducing
commits. Finally, we classified the merge scenarios either
as extra, extra large merge scenarios (XXL) or non-extra,
extra large merge scenarios (non-XXL). To this end, we
roughly estimate the complexity of a merge scenario (Cm)
as the geometric mean between the number of changed
files from its parents (left and right). In our dataset, XXL
scenarios are those scenarios with Cm > 15.780 (third
quartile). Having this separation is important because we
found many merge scenarios changing a huge number of
files. For instance, the merge scenario with commit ID
3b21d1db4109939450dc400faebe568222ab4758
from NETBEANS changed more than 70,000 files.
Nonetheless, it is important to note that even the non-XXL
group contains merge scenarios involving more than 34 files
on the average, with contributions made by more than four
authors (also on average). Table I summarizes some features
of the non-XXL merge scenarios.

TABLE I
SUMMARY OF THE CHARACTERISTICS OF OUR DATASET WITH NON-XXL

MERGE SCENARIOS

Statistic Mean St. Dev. Min Max

Number of files changed 34.68 316.61 0 25,142
Number of contributors 4.45 5.527 2 175
Number of commits 14.52 50.368 2 2497

Altogether, our curated dataset, which is the intersection
of the outcomes generated by our three procedures (see
Sections III-B, III-C, and III-D), contains information about
21,189 merge scenarios of 29 Java Apache projects, from
which we collected 29,245 bug-introducing commits. The
average number of issues and bug-fixing commits per project
is 2445 and 1911, respectively. For instance, we have mined
15,465 closed bug issues and linked 14,333 bug-fixing com-
mits in APACHE AMBARI; while we got only 158 bug-fixing
commits for 203 closed bug issues collected from JIRA
in APACHE FINERACT. Figure 2 shows a histogram that
considers the rate of bug-fixing commits over the number
of issues per project. Overall, the first phase of RA-SZZ∗

linked 78.16% of the issues to bug-fixing commits. In seven
projects, RA-SZZ∗ linked more 90% of the issues to BFCs
(e.g., ZEPPELIN and LUCENE-SORL). Nonetheless, in the
APACHE CORDOVA-ANDROID project, RA-SZZ∗ linked only
508 bug-fixing commits to a total of 4709 issues (which
represents 10.79%). This situation occurs because APACHE
CORDOVA-ANDROID is a submodule of APACHE CORDOVA,
which shares the same JIRA repository with other modules.
Nonetheless, in our analysis we only considered APACHE
CORDOVA-ANDROID.

The outcomes of the second phase of RA-SZZ∗ revealed
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Fig. 2. Proportion of bug issues linked to bug-fixing commits over the projects

59,910 pairs of BFC-BIC over the projects, comprising a
set of 22,532 bug-fixing and 29,245 bug-introducing distinct
commits. It is important to remember that a bug-introducing
commit might introduce bugs in more than one place, and
a bug-fixing commit might fix bugs introduced by multiple
BICs. For instance, APACHE CAMEL is the project with
more BICs—RA-SZZ∗ blamed 3336 commits for 2204 BFCs.
By comparing with its first phase, where RA-SZZ∗ linked
3354 bug-fixing commits for APACHE CAMEL, it means that
SZZ could not find BICs for 1150 BFCs. Considering the
NETBEANS project, SZZ revealed 66 BICs for 145 bug-fixing
commits while 128 BICs were responsible for introducing
errors in 123 BFCs on project APACHE PARQUET-MR. Overall,
according to the RA-SZZ∗ outcomes, 51% of BFCs fixed
errors caused by bug-introducing commits, with a rate higher
than 70% on FINERACT and CXF. The lowest rate value
happened in APACHE HIVE, in which RA-SZZ∗ linked only
667 BFCs to bug-introducing commits (9.88% of the total
number of BFCs). We found 1590 conflicting merge scenarios
(7.5% of the total number of merge scenarios). Considering
the merge scenarios, APACHE AVRO has 47 (the lowest) and
BEAM has 7365 (the highest). Finally, APACHE JAMES has
only one conflicting merge scenario, while STORM presents
239 conflicting merge scenarios. More than 40% of the merge
scenarios of HIVE led to a conflict. Considering the rate of
conflicted merge scenarios over the number of merges, Figure
3 shows that, in most of the projects (86.2%), conflicts occur
in less than 20% of merge scenarios.

B. To what extent conflicting merge scenarios induce bugs?

From the conflicting merge scenarios (1590 observations),
RA-SZZ∗ blamed 150 commits (9.43%) as bug-introducing
which introduced bugs in 21 projects. Apache Lucene is the
project with the highest number of bug-introducing commits
linked to conflicting merge scenarios (30), followed by Apache
Ambari with 26 conflicting merge commits that introduced
errors. RA-SZZ∗ did not blame any conflicting merge scenario
in eight projects, and four projects have only one blamed
conflicting merge commit. Figure 4 shows the percentage of
BICs linked either to conflicting merge scenarios and to regu-
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Fig. 3. Histogram with the proportion of conflicting merge scenarios per
project

lar commits over the projects. Most of the projects (72.24%)
had less than 10% of conflicting merge scenarios linked to
bug-introducing commits. On the other hand, eight projects
have more than 10% of the conflicting merge scenarios linked
to bug-introducing commits (see Figure 4). Project Apache
Phoenix presents the highest ratio—RA-SZZ∗ blamed all the
six conflicting merge commits—followed by Apache Ambari
with a ratio of 26 over 66 (39.39%)—in Lucene, the one
with the highest number of bug-introducing commits linked
to conflicting merge scenarios, the rate is 22.39%.
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Fig. 4. Percentage of bug-introducing commits (either due to conflicting
merge scenarios or regular commits)

When considering regular commits (305,262 observations),
RA-SZZ∗ blamed 29,095 commits that possibly introduced
bugs, which represents 9.53%. Figure 5 shows that the percent-
age of bug-introducing commits related to conflict resolution,
in the worst case, correspond to less than 4% of all bug-
introducing commits.

Some general information is necessary to understand our
findings. First, conflicting merge scenarios represent 0.52% of
the total number of all commits. Second, conflicting merge
scenarios blamed by RA-SZZ∗ represent 0.51% of all bug-
introducing commits (see Figure 5). These percentages indi-
cate that the occurrence of a bug introduced by a conflicting
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Fig. 5. Proportion of bug-introducing commits also linked to merge conflicts
resolution

merge scenario is equal to the occurrence of a conflicted
merge commit. We compare the distribution of the percent-
ages of bug-introducing commits emerging either (a) from
the set of conflicting merge scenarios or (b) from the set
of all the remaining commits (that is, the set of commits
that do not solve a merge conflict), using the Wilcoxon
signed-rank test. According to the analysis, we cannot
reject the null hypothesis that the two populations have a
similar distribution of bug-introducing commits (p-value =
0.2652 with confidence interval of 95%). Moreover, we ap-
plied the Cliff’s Delta effect size test to verify
the significance of the differences between both distributions,
revealing a small magnitude of the differences between the
bug introducing contribution of regular commits vs. conflicting
merge commits (Cliff’s delta = 0.2628).

Therefore, conflicting merge scenarios are not more
prone to introduce bugs than usual commits. That is,
9.43% of the conflicting merge scenarios introduce bugs,
while RA-SZZ∗ linked 9.53% of all commits as bug-
introducing changes. Besides, conflict resolution repre-
sents 0.51% of all bug-introducing commits. Nonethe-
less, this finding suggests that merge conflict resolution
is an important source of bugs, and 150 bugs have been
introduced due to conflicting merge resolution.

We also replicated our analyzes considering only non-XXL
and XXL scenarios, separately. Interestingly, when considering
only non-XXL scenarios—which corresponds to 75% of our
curated dataset of merge scenarios, the number of conflicting
merge scenarios drops from 1590 to 369 (23.20%). This
might suggest that XXL merge scenarios are more likely to
introduce conflicts—different from what has been reported
in previous research [30]. Moreover, the number of bug-
introducing commits linked to conflicting merge scenarios
drops from 150 to 20 (13.3% of all BICs linked to conflicting
merge scenarios). This suggests that complex merge scenarios
(XXL) cause more than 85% of all conflicting merge scenarios
linked to bug-introducing commits.



When considering the non-XXL group, RA-SZZ∗ blamed
5.42% of conflicting merge scenarios. On the other hand,
10.64% of the conflicting merge scenarios were linked to
bug-introducing commits in the XXL group. Since the num-
ber of BICs linked to conflicting merge scenarios appears
more frequently in XXL scenarios, we ran a new hypothesis
testing on this group. The results of the paired Wilcoxon
signed-rank test over this sample compared to the
sample of all commits, show that we still cannot reject
the null hypothesis that both distributions are identical (p-
value is 0.6089 with 95% confidence interval). The estimated
Cliff’s Delta between the distribution of conflicting merge
scenarios (the more complex ones) and regular commits is
0.277, meaning that the difference is small.

XXL conflicting merge scenarios are responsible for
more than 85% of the the conflicting merge scenarios
linked to bug-introducing commits. Nonetheless, we did
not find a significant difference in the likelihood of a
bug-introducing come from a regular commit or from a
XXL conflicting merge scenario.

Next, we investigate if the characteristics of a conflicting
merge scenario could help to predict when a conflict merge
scenario is more likely to introduce bugs (according to the
RA-SZZ∗ algorithm). To this end, we first filter out the non-
conflicting merge scenarios of our curated dataset and then
selected a couple of features from the literature [30, 31] to
use as predictors. Our feature set comprehends:

• The total of files changed in both branches
• The total number of contributors in both branches
• The total number of commits in both branches
• The total number of conflicting files
• The total number of days of development

0.68 0.76 0.42 0.37

0.8 0.51 0.2

0.54 0.26

0.18

files

authors

commits

days

au
th

or
s

co
m

m
its

da
ys

co
nf

lic
ts

−1.0

−0.5

0.0

0.5

1.0
Corr

Fig. 6. Spearman correlation of the features collected from conflicted merge
scenarios

As mentioned before, we compute these features by replay-
ing all merge scenarios. We then investigate the Spearman
correlation among these features (see the results in Figure 6).
Similar to previous studies [30, 31], the number of changed
files presents a moderate correlation coefficient (p-value =
0.37) while the number of active authors, the number of
commits, and the number of days have weak correlations with

TABLE II
PERFORMANCE OF THE TRAINING CLASSIFIERS, CONSIDERING ALL

CONFLICTING MERGE SCENARIOS (GROUP A) AND THE COMPLEX
CONFLICTING MERGE SCENARIOS (GROUP B)

Group Model Precision Recall f1-score

A Logistic Regression 0.26667 0.14286 0.18605
Decision Trees 0.15789 0.3000 0.20690
Random Forest 0.16667 0.46667 0.24561

B Logistic Regression 0.4000 0.3077 0.3478
Decision Trees 0.1159 0.8000 0.2025
Random Forest 0.1500 0.6000 0.2400

the number of conflicting files (coefficients < 0.3). On the
other hand, we found a strong correlation (coefficients ≥ 0.5)
among the other features (number of changed files, contribu-
tors, and commits) and a moderate correlation (coefficient =
0.42) between the number of days and the number of files
changed.

In the process of data preparation and feature engineering,
we explored our dataset to treat skewness on the predictors.
The distribution of the number of files in conflict is equal three
in the third quartile and we decided to run the classification
models for all conflicting merge scenarios and for the complex
merge scenarios—more than 2 files in conflict—separately.
According to the curated dataset, RA-SZZ∗ linked 9.43% of
all conflicting merge scenarios to BICs and linked 14.57%
of bug-introducing commits to complex conflicting merge
scenarios. Finally, we experimented with three classifiers—
Logistic Regression, Decision Trees, and Random Forest—
considering first all merge scenarios and then the complex
merge scenarios only.

Table II shows the performance results of the classifiers we
trained in this investigation. The results show that, overall,
based on the outcomes of the three classifiers, it is hard to
predict if a conflicting merge scenario will be responsible for
introducing bugs. That is, when considering all conflicting
merge scenarios, the Random Forest classifier presented the
best performance with a f1-score of 0.256, followed by
Decision Trees (f1-score = 0.207). Logistic Regression led
to a best performance when considering the complex merge
scenarios (f1-score = 0.348 and precision = 0.4), while
Decision Trees presented higher recall (80%) with f1-score
(0.20).

Based on the results of different classification models,
we consider that it is hard to predict when a conflicting
merge scenario is more likely to introduce a bug. In
the best scenario, the classification models achieved an
f1-score of 0.348.

C. To what extent co-change dependencies metrics correlate
to defect density?

The goal of this research question is to investigate the rela-
tionship between bug incidence and co-change dependencies.
This question has been investigated before by D’Ambros et al.



[14], though using only three systems, while we collected data
from 29 projects. According to their findings, bug predictions
models can be improved when considering co-change depen-
dencies (change-coupling in the previous work).

To answer this research question, we first use the change
history of the systems to compute the co-change dependencies
between software components (see Section III-D)—at the
coarse-grained level only (i.e., files and classes). From the co-
change dependencies, we compute two additional metrics, sim-
ilarly to the work by D’Ambros et al. [14]: Number of Coupled
Classes (NOCC) and Sum of Class Coupling (SOCC), using
n = 2 as threshold—which showed the best performance in
the previous work [14]. We use three datasets in this analysis.
The first dataset contains the co-change data, consisting of
observations with the name and the metrics NOCC and SOCC
of the components. The second dataset contains the change
history of all components—each row indicating that a commit
changed a given component. The third dataset contains all bug-
fixing commits of the systems, which we compute using the
first phase of RA-SZZ∗. We then merge these datasets and
compute the number of non bug-fixing (NBC) and bug-fixing
commits (BC) of every component. After that, we estimate the
buggy ratio (Br) of a component c using Eq. (1).

Br(c) =
BC(c)

NBC(c) +BC(c)
(1)

We use the Spearman correlation and simple linear regression
analysis to estimate the strength of the relationships between
NOCC and SOCC with the buggy ratio and the total number of
bug-fixing commits of a component. Simple linear regression
allows us to (a) investigate if there is a relationship between
NOCC and SOCC with the defect density of the components
(buggy ratio and number of bug-fixing commits) and also (b)
explain how strong the relationship between these features and
defect density are [52].

Table III shows some descriptive statistics from the co-
change metrics observations. Interestingly, considering our
final dataset, most of the observations rely on the interval from
four to 25 co-change dependencies (first and third quartiles,
respectively)—although we found a specific component with
1022 co-change dependencies. Since these unusual cases in-
crease the mean value of NOCC and SOCC, we decided to
remove the components having either NOCC > 25 or SOCC
> 75 from our dataset.

TABLE III
DESCRIPTIVE STATISTICS FOR THE NOCC AND SOCC

Metric Min. 1st Qu. Median Mean 3rd Qu. Max.

NOCC 1 4 11 19.40 25 1022
SOCC 2 10 30 68.04 75 5984

Figure 7 shows a matrix of correlation for the metrics
NOCC, SOCC, BFCs (number of bug-fixing commits), and
Ratio (Buggy Ratio). In our research, different from the work
by D’Ambros et al. [14], we found a small correlation between

the number of bug-fixing commits and the metrics NOCC and
SOCC. This might contradict their findings and suggest that
co-change dependencies are not effective predictors for defect
density. In addition, a correlation between NOCC and SOCC
with the total number of bug-fixing commits might actually
suggest that NOCC and SOCC correlate to the total number
of commits of a component—something that is expected. That
is, considering only the total of bug-fixing commits might
mislead the conclusions, since there is a difference in the
error proneness of a given component A with three bug-fixing
commits and 10 non-bug-fixing commits (a buggy ratio of
23%) and another component B with the same number of bug-
fixing commits and 20 non-bug-fixing commits (a buggy ratio
of 13%). Previous work only consider the absolute value of
number of bug-fixing commits. Accordingly, in Figure 7, we
find a negligible correlation between the metrics NOCC and
SOCC with the Buggy Ratio of a component, which might
better characterize defect density.
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Fig. 7. Correlation matrix between the metrics NOCC, SOCC, BFCs (number
of bug-fixing commits), and Ratio (Buggy Ratio)

We use linear regression models (m1.: Ratio ≈ β1 ×
NOCC + β0 and m2.: Ratio ≈ β1 × SOCC + β0) to
investigate if we could predict buggy ratio using the metrics
NOCC and SOCC. Although the p-values for both models
suggest that exist associations between these predictors and
the buggy ratio, the adjusted R2 is also close to zero (for both
models), supporting our findings that one cannot truly explain
the buggy ratio variation in terms of NOCC and SOCC.

Altogether, we argue that components with high co-
change dependencies are not more subject to defect
density than other components. This result contradicts
previous studies [14, 22, 43] that claim that co-change
dependencies metrics are good predictors to bug intro-
ducing changes.

We also replicate the correlation analysis to all individual
projects, considering the total number of bug-fixing commits
of a component and the metrics NOCC and SOCC. In more
than 80% of the projects, we found either a small (< 0.5) or
a negligible correlation (< 0.3) for both metrics.



V. DISCUSSION AND IMPLICATIONS

Our research reveals that merge conflict resolution is re-
sponsible for a significant number of bug-introducing changes.
From a total of 22,532 issues (characterized as bug-fixing
commits), 336 (1.49%) are due to conflict resolution. Although
one might consider this a small percentage, we argue that the
source of these bugs arises exclusively due to conflict merge
resolution. Researchers and tools developers could investigate
the use of better approaches to help developers on the task of
conflict resolution.

Besides that, we found that 9.43% of conflicting merge sce-
narios lead bug-introducing commits, revealing that commits
related to conflict resolution are not more likely to introduce
bugs (than regular commits that implement new features or fix
other bugs, for instance). This might indicate that conflicting
resolution is less error-prone than the literature suggests.
Practitioners can benefit from this result, being more confident
about the risks of introducing a bug when resolving merge
conflicts and before deciding to postpone merge-operations.

We also show evidence that co-change dependency metrics
do not correlate with defect density, contrasting with the
findings of previous studies [14, 43, 22]. A possible reason
for this discrepancy is that previous research works ground
their conclusions using a smaller set of systems. Due to these
conflicting results, we argue that further research should be
conducted, either to confirm or refute our findings that co-
change dependencies might not be efficient for predicting
bugs.

VI. THREATS TO VALIDITY

We leverage the SZZ framework to identify bug-fixing
commits as well as to trace the source of those bugs—and
then find the so called bug-introducing commits. Although,
SZZ has known limitations, as we present in Section II, some
of our study procedures mitigate part of its usage threats.

We highlight that (1) considering our curated dataset, 75%
of the issues reported on JIRA were linked to bug-fixing
commits in the first phase of SZZ; and (2) the SZZ im-
plementation we used in our research (RA-SZZ∗) was able
to link 51% of the bug-fixing commits to bug-introducing
commits. These numbers actually support the use of SZZ
in our research, mitigating part of the critics about the use
of SZZ. However, the set of bugs introduced and fixed in
a source code repository over time might go beyond those
handled by SZZ. For instance, a bug can be introduced and
fixed before it is even reported in a bug tracker tool. In
addition, some contributions might have not been correctly
linked by developers with the bug issues associated (using the
commit message). In spite of that, we also performed manual
validations to mitigate reliability issues in our results.

Trying to improve the quality of our datasets, we removed
several projects that we initially collected data from the
repositories. For instance, we established a minimum number
of 200 issues (1st quartile) on the JIRA issue database for each
project. We also excluded from our analysis two projects in
which the RA-SZZ∗ execution did not complete the process

of linking the bug-fixing commits to bug-introducing commits
within a time limit of 24 hours. We also removed from our
analysis projects that we considered outliers, for instance due
to its huge number of merge conflicts. As a final criteria,
we excluded projects in which RA-SZZ∗ linked a small
number of: (a) issues to bug-fixing commits, or (b) bug-fixing
commits to bug-introducing commits. Therefore, we reduced
the number of systems in our corpus, which might compromise
the external validity of our study. However, we believe that
this decision would not change our findings, because we still
collected a reasonable number of issues, and more than 75%
of them were linked to bug-fixing commits.

We probably did not collect all merge scenarios of the
systems, since it is also possible to integrate contributions
in a git repository using the rebase command—which
removes merge operations from the log history. There is some
controversial recommendations in the grey literature about
considering rebase as either a harmful or a good practice.
Nonetheless, our curated dataset presents a significant number
of merge scenario, which might suggest that rebase is not a
widespread practice in these projects.

To investigate the second research question, we had to
estimate the number of bugs related to each component (i.e.,
Java classes). As such, we identified the commits that (a)
affect a given class and (b) that also relate to bug fixes in
the commit message. To this end, we leverage the first phase
of the SZZ algorithm only. Although previous research works
did not use the SZZ algorithm [14, 22, 43], we believe that
our methodologies are quite similar (since previous works
also associate commits to the issues databases). Therefore, the
divergence of our findings is not full explained by our decision
to use the first phase of SZZ. Instead, this divergence is more
likely to occur due to our larger dataset of projects.

Also, to increase our confidence in our toolset for repro-
ducing merge scenarios, we cross-validate the information of
our dataset comprising merges and conflicts scenario with
other datasets available in the literature [26, 31]. Nonetheless,
despite using a curated dataset, we still believe that we
cannot generalize our results to scenarios that do not explore
the development practices of open source projects and use
languages different than Java.

VII. FINAL REMARKS

This paper has investigated the correlation between (a) con-
flict merge scenarios with bug-introducing commits and (b) co-
change dependencies with defect density. We extracted 22,532
bug-fixing commits and 21,189 merge scenarios from 29 Java
Apache projects and leverage RA-SZZ∗ to detect 29,245 bug-
introducing commits. We gave evidence that commits that
solve conflicting merge scenarios are not more likely to intro-
duce bugs than regular commits—though we found that 9.43%
of the conflicting merge scenarios lead to bug-introducing
changes. In addition, contrasting to previous research [14],
we found a small to negligible correlation between co-change
dependency metrics and defect density.
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